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Abstract

Distributed Multimedia Systems is an area of active commercialization and research. This technology is widely viewed as the next generation technology for computers and communication networks. This paper will discuss some features of the technology, its architecture, and scalability. Also we will see some of the current trends in this technology.

1 Introduction

Research and development efforts in multimedia falls in two groups. One group concentrates on the stand-alone multimedia workstations and associated software and tools. The other combines multimedia with the distributed systems. The distributed multimedia system offers a broader spectrum of implementation possibilities in comparison to stand-alone systems. But in addition to the possibilities they all add a new dimension to the system complexity.

A distributed multimedia system combines a variety of multimedia information resources over a network into an application used by the client. In this manner the user can access different remote information sources and service. The system is based on the interaction between the user and the application. The user can control when to receive what data and also control the data flow. That means the multimedia system is made interactive as if it were on the same system. Therefore this type of system is different from the conventional broadcast system. In such services typified by Cable television, clients can neither control the programs they view nor schedule the viewing time of the programs to suit their preferences. The user in such systems is flooded with irrelevant information, without a possibility to choose only the information of the interest. This kind of distributed environment is capable of serving a large number of end users to concurrently access a large number of repositories of stored data and also with the option of manipulating the environment by making the broadcast interactive. The enormous communication bandwidth required, the Quality of Service (QOS) demanded a careful design of the system in order to maximize the number of concurrent users while minimizing the cost needed to obtain it.

The main component of a distributed multimedia system consists of major 3 components: Information (content) providers, a wide area network, and a multimedia client. There are many design issues in building each of the components. The breakthrough achieved in Digital Information Compression has helped to transmit the digital information in real time. In Section 2 we will discuss the architecture required of a Distributed multimedia system where we describe each of the system components. In Section 3 we will discuss about the Scalability issues obtained from such a multimedia system. In Section 4 we discuss some of the advances in the distributed multimedia systems and researches going on.
2. Architecture

We know present an architecture for the distributed multimedia systems and set the stage for presentation of integration and technology issues in the next section. The architecture is presented at the level of abstraction suitable for the content of the paper.

As discussed already a distributed multimedia system consists of three different basic components: an Information server, a wide area network and a multimedia client on the user site. The user interface or the multimedia client deals with the issues related to presentation and manipulation of multimedia objects and the interaction with the user. The network provides the communication mechanism between the user and the server. The server is responsible for managing multimedia databases and also composing general multimedia objects for the user. The composition of the object is a complex process of integrating and synchronizing multimedia data for transport, display and manipulation. The system usually consists of multiple users, servers and networks as shown below.

Now let us discuss each of these components in some detail.

2.1 User Terminal

A Multimedia terminal consists of a computer with a special hardware such as a microphone, high-resolution graphics display, stereo speakers, and a network interface. The user interacts with the system via a computer keyboard, mouse or a hand held remote control. Many of the user terminals still resemble traditional computers. Because of this, additional development work is required before the terminals can meet the requirements of the multimedia data and the user.

Because of the large size of the multimedia objects and real-time requirements the multimedia terminal or the network should include large data buffers. To restore the temporal relationship of a data stream, stream handlers should be connected to the data buffers. To synchronize the possible multiple data streams and to control the stream handlers, a synchronization and streaming manager is required. Since multimedia data objects are large, the terminal should also include compression and decompression hardware. Well some of these issues would be discussed later on.

2.2 Network and Communication

Multimedia communication differs from the traditional communication. The multimedia traffic requires transfer of large volumes of data at very high speeds, even when the data is compressed. Especially for interactive multimedia communication the network must provide low latency. Continuous media as video and audio require guarantees of minimum bandwidth and maximum end-to-end delay. The variation in delay referred to as jitter, and loss of data must also be bound.

Traditional networks are used to provide error-free transmission. However, most multimedia applications can tolerate some errors in transmission due to corruption or packet loss without retransmission or correction. In some cases, to meet real-time delivery requirements or to achieve synchronization, some packets are even discarded.

Some of the differences in the traditional and multimedia communication are given in the table below:

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Data Transfer</th>
<th>Multimedia Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data rate</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Traffic pattern</td>
<td>Burst</td>
<td>Stream oriented, highly burst</td>
</tr>
<tr>
<td>Reliability requirements</td>
<td>No loss</td>
<td>Some loss</td>
</tr>
<tr>
<td>Latency time requirements</td>
<td>None</td>
<td>Low (for example: 20ms)</td>
</tr>
<tr>
<td>Mode of communication</td>
<td>Point to Point</td>
<td>Multipoint</td>
</tr>
<tr>
<td>Temporal relationship</td>
<td>None</td>
<td>Synchronized</td>
</tr>
</tbody>
</table>

Transmission.
The increasing popularity of the Internet and the fact that the infrastructure already exists suggest that the Internet could be used for distributed multimedia systems. The telephone and common antenna TV (CATV) cable networks are also a possibility to support interactive multimedia at user homes due to their wide deployment.

From the above discussion we have noted that the Traditional networks do not suit multimedia communication. Transmission characteristics of existing Ethernet and Internet Protocols (CSMA/CD, TCP/IP) do not support the low latency, high bandwidth requirements of the audio video based applications.

Ethernet only provides a bandwidth of 10 Mbps. This is inadequate for most multimedia applications. Moreover its access time is not bound and its latency and jitter are unpredictable. New protocols which are considered for carrying multimedia data include the 100 Mbps Ethernet Standard, Distributed Queue dual bus (DQDB), Fiber Distributed Data Interface (FDDI) and Asynchronous Transfer mode (ATM). The first three have bandwidths of the order of 100 Mbps. ATM enables a bandwidth of 155 – 622 Mbps depending on the characteristics of the network.

FDDI in its synchronized mode has low access latency and low jitter. FDDI also guarantees a bounded access delay and a predictable average bandwidth for synchronous traffic. However, Due to its high cost FDDI is at the moment used primarily for the backbone networks.

Asynchronous Transfer Mode (ATM) is rapidly emerging as the future protocol for multimedia communication. ATM provides great flexibility in the bandwidth allocation by assigning fixed length packets called cells, to support virtual connections. ATM can also increase the bandwidth efficiency by buffering and statistically multiplexing burst traffic at the expense of cell delay and loss. For the Internet, the Internet Engineering Task Force (IETF) is working on a TCP/IP interface for ATM.

2.3 Multimedia Server

Current personal computers, workstations and servers are designed to handle traditional forms of data. Their performance is optimized for a scientific or transaction – oriented type of workload. These systems do not perform well for multimedia data, requiring fast data retrieval and guaranteed real time capabilities. The I/O capacity is usually a severe bottleneck.

2.3.1 Requirements for Multimedia Server are:

a) **Minimal Response time:** A crucial factor for the success of multimedia services is the response time seen by the client. The server must be able to minimize response time to live unto the expectations of the user.

b) **Fast Processing Capability:** To guarantee fast response time, clients should be processed fast and data access rates should be minimized.

c) **Reliability and availability:** Like any other server, multimedia server must be reliable. The larger the number of users and volume of data handled by the server, the more difficult is to guarantee reliability. To provide fault tolerance special hardware and software mechanisms must be employed. Since client requests may arrive at any time, the time the server is unavailable should be minimized.

d) **Ability to sustain guaranteed number of streams:** Another important factor is the maximum number of data streams the server can simultaneously handle. This affects the total number of clients the server can serve.

e) **Real-time delivery:** To be able to deliver multimedia data, the server should support real-time delivery. This poses profound requirements on the resource scheduling at the operating system level. The server should be able to guarantee real-time delivery for individual streams as well as for all the streams combined together. For this accurate real-time operating systems have to be developed.

f) **High storage capacity:** To be able to store multimedia data and a large variety of information the server must have a large storage capacity. To sustain the delivery requirements of multimedia data, the server may be required to compress and encode video and image data prior to transport or storage. The performance of compression and signal processing should be optimized. This might require special hardware.

g) **Quality of Service (Qos) requirements:** The Quality of Service (Qos) is a set of parameters describing the tolerable end-to-end delay, throughput, and the level of reliability in multimedia communication and presentation. Qos requirements of clients are an important factor that affects the usage of the server. The server should be
able to provide and adapt itself to different QoS requirements, according to the characteristics of the client's terminal, the network connection and the requested data type.

h) **Exploit user access patterns**: The server should also be able to trap and exploit dynamic user behavior, minimizing system load and network traffic. For example, by analyzing data access rates and times, popular data could be distributed closer to users in periods of low network load.

i) **Ability to handle different types of traffic**: A multimedia server should be able to serve multiple real-time data streams simultaneously, but it must also be able to provide satisfactory service to non-real-time data. It should be able to handle control data encountered when loading new data from other servers or storage repositories, billing and accounting data and communication between intelligent personal agents. Agents are autonomous programs selecting and managing data according to user preferences.

j) **Cost effectiveness**: A very important requirement governing the future of multimedia servers is the cost effectiveness. The server must be affordable.

### 2.3.2 Components of a multimedia Server

![Diagram of multimedia server components](image)

**Figure**: Possible components and their internal relationship in a multimedia server

To satisfy the stringent system requirements the server architecture is quite complex. The above figure presents possible components in a multimedia server and their internal relations. The internal structure of the server and needed components depends on the purpose of the server. The presented server architecture is based on consideration of what the OtaOnline interactive news system requires.

The scheduler and request handler takes care of the I/O data flow of the server. It handles the requests and manages the data flow to and from the server.

To be able to restrict the access only to certain users or network domains, the server must include access control. The access control manages which requests are allowed. Since many planned systems will include commercial services a billing and accounting module must be present.

The server requires administration and supervision. For this all transactions are logged in a log repository and a monitoring tool is provided. Since there will be a huge amount of log data available, means for filtering out the interesting information must exist. This could be done by a media usage analyser, which filters out the interesting log information and presents it in an understandable format.

To manage the large amount of data a storage manager is provided. The storage manager manages the data in the object repositories and the data flow. Information about the data, so called metadata, could be saved in a separate repository, facilitating the data management and retrieval. To make it possible to serve the data in different formats, the data could be saved in some specified format and then changed to the wanted format by a media compiler. The media usage analyser could give feedback of usage patterns to the storage manager, helping to decide what information should be stored where.

To be able to manage the data effectively and to be able to offer personalized services, the system should also include agents. The agents would select what data to present to the user, according to user preferences and access patterns. In this manner each user would get a personalized service.

To decrease server load, the processing of requests could be distributed among multiple servers. Every server would be its own entity, but they could then be managed in a centralized or distributed manner. Such approaches need careful consideration and analysis, because of their complexity.

The design of a multimedia server needs thorough planning to meet the stringent requirements. Designing a high-performance multimedia server that can support multiple, simultaneous, full-motion video streams are still challenging. A great deal of work needs to be done in areas like real-time scheduling, parallel I/O, reliability, scalability, dynamic scheduling and caching techniques for multimedia data.
3. Scalability

A scalable system is one, which continues to work even though some variables in the system vary, usually to a great extent. A solution that works fine for a small problem set may turn out to be impractical for the same problem when scaled up to large size. To achieve scalability, the impact of varying variables must be minimized.

A concrete example of the definition above is a system where the number of users increases. If the system is scalable, the system should manage this increase without resource problems or performance bottlenecks. The system should withstand the increase without changes in system structure or application algorithms.

In a distributed multimedia system the scalability is extremely important. These systems provide interactive services for a wide clientele. To maintain the clients the system must work fast and reliably all the time, and withstand unexpected changes in the number of users and amount of data. This is especially important in a commercial environment. Without clients, the viability of the business would be low.

When designing interactive multimedia systems, special attention should be paid to the scalability of the system. It might be the crucial factor for the success or failure of the service.

3.1 Factors causing Scalability

a) **Growth of the user base**: A growing user base can cause serious scalability problems for servers. Requests from users add to the network traffic in proportion to the number of requests, which is proportional to the number of users. Some protocols even perform worse. This causes significant scalability problems for the network.

b) **Size of the data objects**: Particularly, the size of audio and video files strains the network and I/O capacity causing scalability problems.

c) **Amount of accessible data**: The increasing amount of accessible data makes data search, access, and management more difficult. This causes processing problems.

d) **Non-uniform request distribution**: The interests of users are not evenly distributed over the day and available servers. This puts strains on the servers and network at certain times of the day or at certain locations.

The non-uniform request distribution followed by the growth of the user base and the large size of the multimedia objects is the most serious problems in current systems. This while the non-uniform request distribution easily causes sudden unexpected load peaks, where as the growth of the user base and amount of data is usually slightly more controlled.

Because of above-mentioned factors, the system might run out of resources, such as network, processing, and I/O or storage capacity. It is often very expensive to acquire more needed resources, or to have unused resource capacity in advance in the system. This is particularly valid for network capacity. Although there are enough resources available, resource allocation problems can sometimes occur due to the dynamic nature of the system.

In current systems it is the network bandwidth, and the I/O and processor capacity of the server and client that are the main cause of scalability problems.

Multimedia systems should be constructed to be more independent of resource limitations and allocation problems to guarantee scalability.

3.1.2 How user experiences Scalability

The user experiences the scalability of a system in how fast and accurately the system responds to actions. The response should be received in an acceptable time without any errors. These qualities can be measured via system response time, availability and reliability. We would not discuss these topics in this paper further as they need another paper to be written for discussing the issues in the Scalability.

4 Current Trends in DMS

Currently some of the distributed multimedia systems are:

a) **Video on Demand**: The consumer can select a video or any program on demand. The application consists of Interactive features like forward, rewind and pause.

b) **News and Reference Services**: News on Demand is similar to VOD but it provides sophisticated news retrieval and reference services that combine live and achieved video, access to textual data and still photography from various sources. The information is delivered based on a filtering criteria kept by the user.

c) **Interactive shopping and electronic commerce**: Home shopping will provide a customisable shopping environment.
Customers will be effectively and rapidly focus on the products and services that are of interest to them.

d) **Entertainment and games:** Interactive entertainment may become a frequently used service. Games will consist of simple applications that will be downloaded to the set top device thus not incurring the significant cost associated with the use of server and network facilities.

e) **Distance Learning:** Educational interactive programming and distance learning are areas where the research is going on. Current indications are there that these may become popular but not have sufficient commercial use to the providers.

5. **Conclusion**

Let us realize the facts: there is still a long way to go in DMS (Distributed Multimedia Systems). A number of advances in the network technology have proved a boon to the advances in Distributed Multimedia Systems.

Important issues are needed to be discussed and understand at a broad level. Implementation of such systems would require that the issues are taken care of especially: Scalability, Interactivity and Network issue. The topic though has covered broad issues in Distributed Multimedia Systems in general rather than specific applications. For further reading of the specific DMS applications many of the internet sites can be contacted.
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